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For estimating crop acreage in “small areas” using ground survey and remote sensing, an Empirical Best Linear Unbiased Predictor Estimator is considered. It is a weighted mean of the Survey Regression and the Synthetic Regression estimators. The gain in precision due to the remotely sensed data is estimated for a case study. ©Elsevier Science Inc., 2000

INTRODUCTION

Detailed information about land cover and land use is necessary in order to implement environmentally sensitive policies and practices and to monitor and control such policies. Satellite imagery provides a complete spectral characterization of an area in digital form. This can be used to classify the area by crop types. However, the availability of such spectral data does not eliminate the need for ground data. Since it is difficult to differentiate between land uses (particularly between crops) with a very similar spectral signature, the estimates of land use acreage based only on satellite data are not accurate enough. The design-based Survey Regression estimator (Cochran, 1977) is a well-known method for estimating land use and land cover in large geographical areas (state or region) using remote sensing and ground data (Hanuschak et al., 1982; Allen, 1990; Ambrosio et al., 1993; Deppe, 1998).

However, there is a growing demand for reliable estimates over small areas (counties, irrigated areas). Due to the small sample size in small areas, the design-based Survey Regression estimator is not sufficiently precise for most uses. In this study we follow a model-based approach: we consider a statistical model to “borrow strength” from related small areas in order to obtain precise estimates for a given small area. Based on this model of the relationship between ground and satellite data, a Best Linear Unbiased Predictor (BLUP) estimator is defined, which makes optimal use of the available data, according to statistical criteria.

Since the BLUP estimator has optimal statistical properties, it would be preferred to any other linear estimator for a given sample size. However, it is necessary to verify the model assumptions since the statistical properties of the BLUP estimator are optimal only if the model assumptions are correct. In the specified model, the basic assumption is that the errors (the residuals resulting from the difference between the true scene and the inferred scene by the classification of the image data) are positively correlated within the small areas. This assumption derives from the fact, largely documented in the literature [for some references, see Labovitz and Masouka (1984)], that remotely sensed data are spatially correlated. This spatial correlation is positive and decreases when the distance between pixels increases so that the intrasmall areas correlation (average correlation between pairs of pixels from the same small area) decreases when the small area size increases.

In order to verify the model assumption, a statistic is introduced [Eq. (11)]. If the model assumption is not correct, that is, if the errors are not correlated inside small areas, then, as will be seen, the BLUP estimator turns into a Synthetic Regression estimator. In this case, for a given sample size, the last estimator mentioned is preferred to the BLUP estimator because it is as precise as the BLUP estimator and its calculation is easier than for the BLUP estimator. If the assumption is correct and the sample size in a given small area is high, then, as will be seen, the BLUP estimator turns into a Survey Regression estimator, which would be preferred to the BLUP estimator in this small area for the same two reasons regarding the Synthetic...
Regression estimator: The calculations are easier than for the BLUP estimator and precision is similar. A case study is presented showing how to evaluate this assumption in practice and also comparing the relative efficiency of the proposed BLUP estimator with three other estimators (Survey Regression, Synthetic Regression, and Direct Expansion estimator). The gain in precision in the estimates attributable to remotely sensed data is also evaluated.

The data requirements are detailed in the next section. Basically only two kinds of data are necessary: A classified scene from the image data (using “training pixels” in order to identify the image signature that corresponds to each type of ground data) and ground data observed in a sample of “segments.” A numerical example has been included as an appendix.

A program written for the IML procedure of the SAS statistical package can be obtained from the authors upon request.

GROUND AND SATELLITE DATA

It is assumed that the ith small area \(i = 1, 2, \ldots, m\) is divided into \(N_i\) sampling units or “segments.” Associated with the ith segment \(j = 1, 2, \ldots, N_i\), there are two numbers \((y_{ij}, x_{ij})\): \(y_{ij}\) is the true number of hectares (fixed, but unknown) of the land use in the segment and \(x_{ij}\) is the number of hectares of classified land use in the segment, observed by remote sensing. In order to estimate the mean per segment, \(\bar{y}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} y_{ij}\), of the y-values in each one of the ith small areas \((i = 1, 2, \ldots, m)\), a simple random sample of \(n\) sampling units or segments is selected from among the \(N = \sum_{i=1}^{m} N_i\) total segments. Since \(N_i\) is known, an estimate of the total \(\sum_{j=1}^{N_i} y_{ij}\) is the estimate of the mean multiplied by \(N_i\) and the standard error of the total estimator is \(N_i\) times the standard error of the mean estimator. The number \(n_i\) of sampling units in the ith small area is a random value ranging from 0 to \(N_i\). For the selected sample both numbers \([y_{ij}, x_{ij}]: j = 1, 2, \ldots, n_i; i = 1, 2, \ldots, m]\) can be observed. Since the satellite data are a complete classification of the landscape, it is possible to establish the \(x_{ij}\)-values for each of the \(N\) segments of the whole population: \([x_{ij}, x_{i}]: j = 1, 2, \ldots, N_i; i = 1, 2, \ldots, m\). However, as will be seen, only the totals, \(X_i = \sum_{j=1}^{N_i} x_{ij}\) or means \(\bar{x}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} x_{ij}\) for \(i = 1, 2, \ldots, m\), are required apart from the sample data \([y_{ij}, x_{ij}]: j = 1, 2, \ldots, n_i; i = 1, 2, \ldots, m]\). Even if \(n_i = 0\) for a given small area, it will be possible to estimate \(\bar{y}_i\) from \(x_i\).

BEST LINEAR UNBIASED PREDICTOR (BLUP) ESTIMATOR

In order to estimate \(\bar{y}_i\), a model-based estimator is considered (Royall, 1970; Royall and Herson, 1973):

\[
\hat{y}_i = f_i \bar{y}_i + (1 - f_i) \hat{y}_i^* \tag{1}
\]

where \(f_i = n_i/N_i\) is the sampling ratio, \(\bar{y}_i\) is the sample average of \(y_{ij}\), and \(\hat{y}_i^*\) is a predictor of the mean hectares per segment in the remaining segments not included in the sample.

The Model

The predictor \(\hat{y}_i^*\), in this case considered to be the Best Linear Unbiased Predictor (BLUP), is based on the Linear Mixed Model (Battese et al., 1988):

\[
y_j = \beta_1 + \beta_2 x_{ij} + v_i + e_{ij} \tag{2}
\]

where \(\beta_1\) and \(\beta_2\) are unknown parameters with fixed values (fixed-effects), \(v_i\) are independent random variables of mean zero and variance \(\sigma_v^2\) (random effects), and the \(e_{ij}\) are independent random variables of mean zero and variance \(\sigma_e^2\). \(v_i\) and \(e_{ij}\) are independent so that the variance of \(u_j = v_i + e_{ij}\) is \(\sigma_v^2 + \sigma_e^2\) (\(\sigma_v^2\) and \(\sigma_e^2\) are called variance components).

Model [Eq. (2)] can be specified as a fixed-effect model with autocorrelated errors instead of a mixed model:

\[
y_j = \beta_1 + \beta_2 x_{ij} + u_j \tag{3}
\]

where \(\beta_1\) and \(\beta_2\) are unknown parameters with fixed values (fixed-effects) and \(u_j\) are random variables of mean zero and covariance structure:

\[
\text{Cov}(u_j, u_{j'}) = \begin{cases} 
\sigma_v^2 & \text{if } i = i', j = j' \\
\sigma_v^2 & \text{if } i = i', j \neq j' \\
0 & \text{if } i \neq i'
\end{cases} \tag{4}
\]

Substituting in Eq. (2) \(u_j = v_i + e_{ij}\), it can be seen that both models [Eqs. (2) and (3)–(4)] have the same fixed part and the same variance and covariance matrix, \(\Sigma\), of the random part: specific for the whole sample size \(n = \sum_{i=1}^{m} n_i\); this matrix is \(\Sigma = \sigma_v^2 I + \sigma_e^2 L\) where \(L = \text{diag}(1, L_2, \ldots, L_m, \ldots, L_m)\) is a block diagonal matrix with \(L_i\) being a square matrix of the order \(n_i\), with all the elements equal to 1, and \(I\) being the identity matrix of the order \(n\).

Models (2) and (3)–(4) are simple ways of taking into account the fact that the errors \(u_j = v_i + e_{ij} = y_{ij} - \beta_1 - \beta_2 x_{ij}\), are spatially correlated. This correlation is due to the spatial autocorrelation of the ground data \(y_{ij}\) on the one hand, and of the remotely sensed data \(x_{ij}\) on the other hand. Many quantitative geographical texts refer to the positive autocorrelation of the ground data, among them (Royall and Herson, 1973). The spatial correlation of the remotely sensed data \(x_{ij}\) (Labovitz and Masuoka, 1984; Webster et al., 1999) is induced by instruments: The sensors measure light reflectance from the Earth’s surface, but this light is scattered so that reflectance from a pixel can be distributed over several contiguous pixels on the image (Haining, 1991;
Forster, 1980). The relationship between $y_{ij}$ and $x_{ij}$ could be exploited more efficiently if this spatial correlation were taken into account, which can be achieved in many different ways. Cokriging is one of them (Dungan, 1998). However, this technique requires a large sample size for empirical semivariogram estimation of both $y_{ij}$ and $x_{ij}$ (Curran, 1988) as well as an empirical cross semivariogram of $y_{ij}$ and $x_{ij}$ in order to assess spatial correlation as a function of the distance between segments [see Tokola et al. (1996) for other methods based on distance].

In this study the effect of spatial correlation is taken into account by specifying in Eq. (4) that the errors $u_{ij}$ are positively correlated inside small areas and uncorrelated between small areas. The correlation coefficient, $\rho = \sigma^2 / (\sigma^2 + \sigma^2_r)$ is considered to be the same for every small area.

**The BLUP Estimator**

The BLUP of $\bar{Y}_i$, based on the sample size $n = \sum_{i=1}^{m} n_i$, is (Goldberger, 1962; Robinson, 1991; Cressie, 1991)

$$\hat{Y}_i = \hat{\Sigma} \hat{x} + \hat{v}_i$$

where

$$\hat{\Sigma} = [1 \hat{X}^*]$$

where $\hat{X}^*$ is the mean of $x_{ij}$ in the remaining $(N-n_i)$ segments of the $i$th small area, not included in the sample,

$$(\hat{x} = (X \hat{\Sigma}^{-1} X)^{-1}(X \hat{\Sigma}^{-1} Y))$$

is the estimator of

$$\hat{\beta} = [\beta_1 \beta_2]^T,$$

where

$$X = [1 \bar{x}]$$

where 1 is a column vector ($n \times 1$) of ones and $\bar{x}$ is the column vector ($n \times 1$) of the $x_{ij}$ values in the sample,

$$V_i^{-1} = \text{diag}(V_1^{-1}, V_2^{-1}, \ldots, V_{n_i}^{-1})$$

is a block diagonal matrix with

$$V_i^{-1} = \frac{1}{\sigma^2} L_{n_i} - \frac{g_i}{(n_i \sigma^2)} L_{n_i}$$

where $L_{n_i}$ is the identity matrix of order $n_i$, and $L_{n_i}$ is a column vector ($n \times 1$) of ones,

$$\hat{v}_i = g_i(\hat{y}_i - \hat{x} \hat{\beta})$$

is the BLUP of $v_i$ (assuming that $\sigma^2$ and $\sigma^2_r$ are known), where $g_i = \sigma^2 / (\sigma^2 + \sigma^2_r n_i]$ and

$$\bar{x} = [1 \bar{x}],$$

while $\bar{x}$ is the sample mean of $x_{ij}$ in the $i$th small area,

$Y_i$ is the column vector ($n \times 1$) of the $y_{ij}$ values in the sample.

Replacing $Y_i$ in Eq. (1) by that of Eq. (5) and ignoring the sampling ratio (i.e., assuming that $n_i$ is small with respect to $N_i$), the BLUP estimator is found:

$$\hat{Y}_i = (1 - g_i) X \hat{\beta} + g_i [\bar{y}_i + (\bar{x} - \bar{y}) \hat{\beta}]$$

where $\bar{y}_i = [1 \bar{y}_i]$ and $\bar{x}_i$ is the population mean of $x_{ij}$ for the $i$th small area.

For the calculation of the estimates $\hat{Y}_i$, it is not necessary to know $x_{ij}$ for $j \neq i$ from 1 to $N-n_i$, but only their total $X_i$, that is, the total land use area classified by remote sensing.

In general, the variance components $\sigma^2$ and $\sigma^2_r$ are unknown. For their estimation, several procedures have been proposed (Khuri and Sahai, 1985). By Henderson method 3, the following are unbiased estimators of $\sigma^2$ and $\sigma^2_r$ (Prasad and Rao, 1990):

$$\hat{\sigma^2} = \frac{\hat{e}^2 \hat{\Sigma}}{(n - m - 1)},$$

$$\hat{\sigma^2_r} = \frac{[\hat{u}^T \hat{u} - (n - 2) \hat{\sigma^2}]/n}{\sigma^2}$$

where [Eq. (8)]

$$n_i = n - \text{tr} \left( (X \hat{\Sigma}^X)^{-1} \sum_{i=1}^{m} n_i X^T X \right) = \sum_{i=1}^{m} n_i [1 - n_i (X \hat{\Sigma}^X)^{-1} Y_i]$$

$\hat{e}^2$ is the residual sum of squares of model (2) fitted by Ordinary Least Square and taking $v_i$ as fixed, that is, the residual sum of squares of the Dummy Variable model, and $\hat{y}^T \hat{y}$ is the residual sum of squares of model (2) fitted by Ordinary Least Square and taking $v_i$ = 0. The Dummy Variable model is $y_i = \mu + \beta x_{ij} + e_{ij}$, with $\mu = (\beta_1 + v_i)$. It is assumed that the intercept $\mu$ changes from one small area to another. This assumption is specified by associating a variable (Dummy) $D_i$ with each $\mu_i$ ($i = 1, 2, \ldots, m$), the value of which is 1 for every sample segment from the $i$th small area and 0 for the remaining segments in the sample ($y_i = \mu_i D_i + \beta x_{ij} + e_{ij}$) for $i = 1, 2, \ldots, m$; the variable $D_i$ takes “n” values, the $n_i$ values corresponding to the segments from the $i$th small area are equal to 1 and the remaining $n - n_i$ values are equal to 0.

Replacing $\sigma^2$ and $\sigma^2_r$ by $\hat{\sigma^2}$ and $\hat{\sigma^2_r}$, the result is an estimator $\hat{Y}_i$ of the estimator $\hat{Y}_i$, called the Empirical Best Linear Unbiased Predictor (EBLUP) estimator, and replacing $\sigma^2$ and $\sigma^2_r$ by $\hat{\sigma^2}$ and $\hat{\sigma^2_r}$ in Eq. (5), the result is an estimator $\hat{Y}_i$ of the variance and covariance matrix $\hat{\Sigma}$.

**THE ESTIMATOR OF THE MEAN SQUARED ERROR OF THE EMPIRICAL BEST LINEAR UNBIASED PREDICTOR (EBLUP) ESTIMATOR**

Assuming that the distribution of $v_i$ and $e_{ij}$ is normal, an approximately unbiased estimator of the Mean Squared Error of the EBLUP estimator, $\text{MSE}(\hat{Y}_i)$, is (Prasad and Rao, 1990; Ghosh and Rao, 1994)

$$\text{MSE}(\hat{Y}_i) = \frac{1}{N - n_i} [h_1(\hat{\sigma^2_r} \hat{\sigma^2}) + h_2(\hat{\sigma^2_r} \hat{\sigma^2}) + 2h_3(\hat{\sigma^2_r} \hat{\sigma^2})]$$

where

$$h_1(\hat{\sigma^2_r} \hat{\sigma^2}) = \frac{\sigma^2_r}{n_i} + (1 - f_i)[(N - n_i) \text{Var}(\hat{\sigma^2}) + N_i]$$

$$h_2(\hat{\sigma^2_r} \hat{\sigma^2}) = \delta^2 \text{Var}(\hat{\sigma^2_r})$$

$$h_3(\hat{\sigma^2_r} \hat{\sigma^2}) = \frac{1}{n_i} \left( \frac{1}{\sigma^2 + \sigma^2_r n_i} \right) \left( \delta^2 \text{Var}(\hat{\sigma^2_r}) + (\delta^2 \text{Var}(\hat{\sigma^2}) \right)$$

$$\delta^2 = \text{Var}(\hat{\sigma^2_r})$$
Because of the extreme estimators, the relative efficiency of the empirical best linear unbiased predictor (BLUP) estimator is defined in (6) for $\hat{\beta} = \bar{y}$ and $\delta = 0$. The Synthetic Regression estimator $\hat{Y}(0) = \sum \hat{y}_i$ is the result. For $\hat{\beta} = \bar{y}$ and $\delta = 1$, $\hat{Y}(1) = \bar{y}_i + (\bar{x} - \bar{y})\hat{\beta}$ is the Survey Regression estimator.

The Mean Squared Error (MSE) of the estimators $\hat{Y}(0)$ and $\hat{Y}(1)$ can be expressed as a function of the Mean Squared Error of the BLUP (Harter, 1983), $\text{MSE}(\hat{Y})$:

$$\text{MSE}[\hat{Y}(0)] = \text{MSE}(\hat{Y}) + g_{\sigma}^2 \left[ \sigma^2_\bar{y} - \frac{\sigma_x \sigma_y}{\sigma_y} \right]$$

$$\text{MSE}[\hat{Y}(1)] = \text{MSE}(\hat{Y}) + (1-g_{\sigma}^2) \left[ \sigma^2_\bar{y} - \frac{\sigma_x \sigma_y}{\sigma_y} \right]$$

These MSE can be estimated replacing $\text{MSE}(\hat{Y})$ by $\text{MSE}(\hat{Y})$ and $\bar{y}$ by $\bar{y}$. The relative efficiency of the EBLUP estimator with respect to the Synthetic Regression and the Survey Regression estimators will be estimated by $\text{MSE}(\hat{Y}(0))/\text{MSE}(\hat{Y})$ and $\text{MSE}(\hat{Y}(1))/\text{MSE}(\hat{Y})$, respectively, and with respect to the Direct Expansion estimator by $\hat{V}(\bar{y}_i)/\text{MSE}(\hat{Y})$. The relative efficiency of the Survey Regression estimator with respect to the Direct Expansion estimator will be estimated by $\hat{E}_\text{RE} = \hat{V}(\bar{y}_i)/\text{MSE}(\hat{Y})(1)$.

Note that the estimator in (6) is a weighted mean of the extreme estimators $\bar{y}_i$ and $y_i$, with $g_{\sigma} = 0$ and the BLUP is reduced to the Synthetic Regression estimator $\bar{y}_i$ and its mean squared error is estimated by Eq. (12) with $\delta = 0$. When $\sigma^2_\bar{y} = 0$, then $g_{\sigma} = 0$ and the BLUP estimator lies between the extreme Synthetic Regression estimator and the Survey Regression estimator, approaching one or the other depending on $\rho = \sigma_x/\sigma_y$ (the correlation coefficient inside small areas) and on the sample size $n_i$. When $\sigma^2_x$ is small with regard to $(\sigma^2_\bar{y} + \sigma^2_x)$ (i.e., $\rho$ is small), then $g_{\sigma}$ tends to be less, except when $n_i$ is very high so that on the basis of (10) $\text{MSE}(\hat{Y}(0))/\text{MSE}(\hat{Y})$ tends toward 1 and the synthetic estimator tends to be as efficient as the BLUP estimator. When $\sigma_x^2$ is large with regard to $(\sigma_x^2 + \sigma_x^2)$ and $n_i$ is high, then $g_{\sigma}$ is far from zero and the BLUP estimator tends toward the Survey Regression estimator, $\bar{y}_i$ [i.e., on the basis of (10), $\text{MSE}(\hat{Y}(1))/\text{MSE}(\hat{Y})$ tends toward 1].

The null hypothesis $\sigma^2 = 0$ versus the alternative hypothesis $\sigma^2 > 0$ can be tested using the statistic:

$$\hat{\chi}^2_{\sigma} = \frac{n}{(n-1)} \left[ \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} \hat{u}_{ij}^2}{\sum_{i=1}^{n} \sum_{j=1}^{n} \hat{u}_{ij}^2} - 1 \right]$$

where $\hat{u}_{ij}$ is defined in Eq. (7) and $n = n/m$. This statistic is distributed asymptotically as $\chi^2$ with one degree of freedom (Judge et al., 1985).
Table 1. Case Study Results for Irrigated Corn

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Geographical Surface (ha)</th>
<th>Estimate Total (ha/segment)</th>
<th>Standard Error</th>
<th>Relative Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small Area</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \bar{Y} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agueda</td>
<td>1</td>
<td>1.671</td>
<td>0.96</td>
<td>0.08</td>
</tr>
<tr>
<td>Alba de Tormes</td>
<td>1</td>
<td>1.31</td>
<td>1.36</td>
<td>0.08</td>
</tr>
<tr>
<td>Campillo</td>
<td>1</td>
<td>1.26</td>
<td>0.72</td>
<td>0.08</td>
</tr>
<tr>
<td>Geria-Almamich</td>
<td>1</td>
<td>0.97</td>
<td>0.55</td>
<td>0.08</td>
</tr>
<tr>
<td>Marcús-Picaveas</td>
<td>1</td>
<td>2.304</td>
<td>1.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Pollos</td>
<td>1</td>
<td>1.029</td>
<td>1.50</td>
<td>0.08</td>
</tr>
<tr>
<td>Zuzones</td>
<td>1</td>
<td>0.65</td>
<td>0.98</td>
<td>0.08</td>
</tr>
<tr>
<td>Aranda</td>
<td>2</td>
<td>3.285</td>
<td>0.82</td>
<td>0.14</td>
</tr>
<tr>
<td>Bajo Carrón</td>
<td>2</td>
<td>3.620</td>
<td>0.85</td>
<td>0.14</td>
</tr>
<tr>
<td>Carrióz</td>
<td>2</td>
<td>3.350</td>
<td>1.37</td>
<td>0.14</td>
</tr>
<tr>
<td>Castilla Sur</td>
<td>2</td>
<td>3.763</td>
<td>0.94</td>
<td>0.14</td>
</tr>
<tr>
<td>Florida</td>
<td>2</td>
<td>1.205</td>
<td>1.97</td>
<td>0.14</td>
</tr>
<tr>
<td>La Maya</td>
<td>2</td>
<td>2.190</td>
<td>1.51</td>
<td>0.14</td>
</tr>
<tr>
<td>La Retención</td>
<td>2</td>
<td>5.197</td>
<td>0.83</td>
<td>0.14</td>
</tr>
<tr>
<td>La Vid</td>
<td>2</td>
<td>0.345</td>
<td>0.72</td>
<td>0.14</td>
</tr>
<tr>
<td>Presa de Tierra</td>
<td>2</td>
<td>3.852</td>
<td>6.83</td>
<td>0.14</td>
</tr>
<tr>
<td>San Román y San Justo</td>
<td>2</td>
<td>3.21</td>
<td>1.43</td>
<td>0.14</td>
</tr>
<tr>
<td>Toro-Zamora</td>
<td>2</td>
<td>7.394</td>
<td>5.19</td>
<td>0.14</td>
</tr>
<tr>
<td>Veílla</td>
<td>2</td>
<td>1.470</td>
<td>3.02</td>
<td>0.14</td>
</tr>
<tr>
<td>Villalación</td>
<td>2</td>
<td>1.658</td>
<td>1.53</td>
<td>0.14</td>
</tr>
<tr>
<td>Villoria</td>
<td>2</td>
<td>3.909</td>
<td>0.55</td>
<td>0.14</td>
</tr>
<tr>
<td>Babilafuente</td>
<td>3</td>
<td>3.691</td>
<td>0.98</td>
<td>0.20</td>
</tr>
<tr>
<td>Inés</td>
<td>3</td>
<td>1.772</td>
<td>1.58</td>
<td>0.20</td>
</tr>
<tr>
<td>Tranco Hidroeléctrico</td>
<td>3</td>
<td>6.72</td>
<td>1.27</td>
<td>0.20</td>
</tr>
<tr>
<td>Villagraño</td>
<td>4</td>
<td>3.400</td>
<td>1.38</td>
<td>0.20</td>
</tr>
<tr>
<td>Almar</td>
<td>4</td>
<td>1.763</td>
<td>0.94</td>
<td>0.25</td>
</tr>
<tr>
<td>Arriola</td>
<td>4</td>
<td>5.661</td>
<td>4.55</td>
<td>0.25</td>
</tr>
<tr>
<td>Castañón</td>
<td>4</td>
<td>2.584</td>
<td>7.52</td>
<td>0.25</td>
</tr>
<tr>
<td>Nava de Campos</td>
<td>4</td>
<td>4.885</td>
<td>0.72</td>
<td>0.25</td>
</tr>
<tr>
<td>Palencia</td>
<td>4</td>
<td>3.057</td>
<td>0.90</td>
<td>0.25</td>
</tr>
<tr>
<td>Ríaza</td>
<td>4</td>
<td>3.543</td>
<td>0.72</td>
<td>0.25</td>
</tr>
<tr>
<td>Tera</td>
<td>4</td>
<td>5.762</td>
<td>2.03</td>
<td>0.25</td>
</tr>
<tr>
<td>Tordesillas</td>
<td>4</td>
<td>2.196</td>
<td>2.16</td>
<td>0.25</td>
</tr>
<tr>
<td>Villadangos</td>
<td>4</td>
<td>3.062</td>
<td>5.35</td>
<td>0.25</td>
</tr>
<tr>
<td>Villares</td>
<td>4</td>
<td>6.016</td>
<td>4.19</td>
<td>0.25</td>
</tr>
<tr>
<td>Almazía</td>
<td>5</td>
<td>5.537</td>
<td>0.67</td>
<td>0.30</td>
</tr>
<tr>
<td>Castilla Norte</td>
<td>5</td>
<td>7.658</td>
<td>0.55</td>
<td>0.30</td>
</tr>
<tr>
<td>Villaleo</td>
<td>5</td>
<td>4.118</td>
<td>0.88</td>
<td>0.30</td>
</tr>
<tr>
<td>Arlanzón</td>
<td>6</td>
<td>2.091</td>
<td>0.60</td>
<td>0.34</td>
</tr>
<tr>
<td>Porra Margen Izda</td>
<td>7</td>
<td>6.162</td>
<td>5.53</td>
<td>0.37</td>
</tr>
<tr>
<td>San José</td>
<td>7</td>
<td>5.311</td>
<td>5.14</td>
<td>0.37</td>
</tr>
<tr>
<td>Manganeses</td>
<td>8</td>
<td>3.284</td>
<td>3.56</td>
<td>0.40</td>
</tr>
<tr>
<td>Pisuerga</td>
<td>8</td>
<td>3.997</td>
<td>0.57</td>
<td>0.40</td>
</tr>
<tr>
<td>Esla</td>
<td>9</td>
<td>11.454</td>
<td>6.37</td>
<td>0.43</td>
</tr>
<tr>
<td>Castilla Ramal de Campos</td>
<td>10</td>
<td>10.402</td>
<td>0.65</td>
<td>0.46</td>
</tr>
<tr>
<td>Carrón-Salduña</td>
<td>13</td>
<td>10.361</td>
<td>0.48</td>
<td>0.52</td>
</tr>
<tr>
<td>Páramos</td>
<td>17</td>
<td>24.851</td>
<td>10.25</td>
<td>0.59</td>
</tr>
</tbody>
</table>
Table 2. Estimates for Irrigated Corn in Unsampled Small Areas

<table>
<thead>
<tr>
<th>Small Area</th>
<th>Geographical Surface (ha)</th>
<th>Estimate (ha/segm.)</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adearregada</td>
<td>601</td>
<td>1.58</td>
<td>0.72</td>
</tr>
<tr>
<td>Ejeme Galizancho</td>
<td>738</td>
<td>1.70</td>
<td>0.72</td>
</tr>
<tr>
<td>Guma</td>
<td>4157</td>
<td>0.98</td>
<td>0.72</td>
</tr>
<tr>
<td>Olmillos</td>
<td>233</td>
<td>0.98</td>
<td>0.72</td>
</tr>
<tr>
<td>Villanayor</td>
<td>596</td>
<td>1.18</td>
<td>0.72</td>
</tr>
<tr>
<td>Zorita</td>
<td>390</td>
<td>1.12</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Relative Efficiency between Estimators

The EBLUP estimator is the most efficient of the four estimators. The worst estimator is the “Direct Expansion estimator.” The relative efficiency of the Synthetic and the Survey regression estimators with regard to the EBLUP estimator depends on \( g \) [Eq. (5)], which in turn depends on the ratio between the variance components \( \sigma^2_\epsilon \) and \( \sigma^2_\eta \) as well as on the sample size \( n \). Table 3 shows the estimates of these variance components for the three crops considered. The values of \( \hat{\lambda}_{\text{est}} \) observed when using Eq. (11) are 6.9713 for corn, 3.6046 for sugar beet, and 18.8368 for sunflower so that \( \sigma^2_\epsilon \) is significantly different from zero with a significance level of 5% for sugar beet (\( \chi^2_{0.05}(1) = 3.84 \)) and 1% for corn and sugar beet (\( \chi^2_{0.01}(1) = 6.63 \)). Hence, on the basis of Eq. (5), \( g \) is different from zero (when \( n_\eta \neq 0 \)). The ratio \( \hat{\sigma}^2_\epsilon / (\hat{\sigma}^2_\epsilon + \hat{\sigma}^2_\eta) \) is 0.08 for corn and sugar beet, but 0.21 for sunflower. Hence, \( \hat{\sigma}^2_\epsilon \) is near zero for corn and sugar beet, and on the basis of Eqs. (6) and (10), the Synthetic estimator is nearer the EBLUP estimator than the Survey Regression estimator, except when \( n_\eta \) is high (in Paramo, where \( n_\eta = 17 \), the Survey Regression estimator outperforms the Synthetic Regression estimator). For sunflower \( \hat{\sigma}^2_\epsilon \) is far from zero and increases when \( n_\eta \) increases so the Survey Regression estimator is nearer the EBLUP estimator than the Synthetic Regression estimator, except when \( n_\eta < 4 \) (or \( g < 0.5 \)).

The relative efficiency, \( R_{\text{re}} \), of the remote sensing data ranged i) from 1.51 and 3.26 for corn, with the average being 2.25, ii) from 1.17 and 2.38 for sunflower, with an average of 1.58, and iii) from 1.91 and 4.13 for sugar beet, with an average of 2.79. These figures are of the order found for large areas (Ambrosio et al., 1993). The differences between the crops are explained by the fact that the spectral signatures of corn and sugar beet crops are more

Table 3. Estimates of the Variance Components and (within Brackets) of Its Standard Error

<table>
<thead>
<tr>
<th>Crop</th>
<th>( \hat{\sigma}^2_\epsilon )</th>
<th>( \text{Standard Error of } \hat{\sigma}^2_\epsilon )</th>
<th>( \hat{\sigma}^2_\eta )</th>
<th>( \text{Standard Error of } \hat{\sigma}^2_\eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corn</td>
<td>0.4725 (0.4540)</td>
<td>5.5944 (0.6706)</td>
<td>5.4790 (0.6571)</td>
<td>2.7614 (0.5312)</td>
</tr>
<tr>
<td>Sugar beet</td>
<td>0.5012 (0.4427)</td>
<td>5.4790 (0.6571)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sunflower</td>
<td>0.7511 (0.5449)</td>
<td>2.7614 (0.5312)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
specific than the spectral signature of sunflower, which is usually confused with ploughed land ready for sowing.

It is suggested to measure the gain due to the remotely sensed data using a given estimator, the EBLUP estimator, as indicated above: \( RE^*_i = \frac{\text{MSE}(\hat{y}_i)}{\text{MSE}(\tilde{y})} \). Table 1 shows this measure for corn; it ranges from 1.91 to 10.41, with the average being 5.63. (For sunflower it ranges from 1.20 to 1.56, with the average being 1.37, and for sugar beet from 1.31 to 2.04, with the average being 1.62). Another index proposed to measure this gain is \( n^*_i = n_i RE^*_i \), where \( n^*_i \) is the segment sample size required when satellite data are not used to achieve the same precision as with \( n_i \) segments and satellite data.

For the estimation of corn acreage without remote sensing data, it would, on average, be necessary to have a sample size of \( n^*_i = 5.63n_i \) segments in order to achieve the same precision as with \( n_i \) segments and remote sensing data (\( n^*_i = 1.37n_i \) for sunflower and \( n^*_i = 1.62n_i \) for sugar beet).

---
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**APPENDIX**

**Numerical Example**

Four small areas were considered: 1, 2, 3, and 4. The segment sample size in each small area is 1, 2, 3, and 4, respectively.

**The Data**

The required data are shown in Tables A.1 and A.2. Table A.1 shows the ground, \( y_i \), and the remotely sensed data, \( x_i \), in each sampling segment. Table A.2 shows the size of each small area (number of segments, \( N_i \)) and the mean

<table>
<thead>
<tr>
<th>Small Area</th>
<th>( y_i )</th>
<th>( x_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.04</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>4.56</td>
<td>0.90</td>
</tr>
<tr>
<td>2</td>
<td>3.96</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>7.20</td>
<td>4.78</td>
</tr>
<tr>
<td>2</td>
<td>4.19</td>
<td>0.55</td>
</tr>
<tr>
<td>3</td>
<td>3.55</td>
<td>7.44</td>
</tr>
<tr>
<td>3</td>
<td>1.28</td>
<td>5.70</td>
</tr>
<tr>
<td>4</td>
<td>2.05</td>
<td>0.30</td>
</tr>
</tbody>
</table>
per segment of the surface classified by remote sensing as the crop type, $\bar{x}$.

### Verification of the Model Assumption

Using data from Table A.1, the value of the statistic defined in Eq. (11) is calculated. The vector of ordinary least square (OLS) residuals of model (3) is

$$\hat{u} = \bar{Y} - X(X'X)^{-1}X'Y$$

where:

$$X = \begin{bmatrix} 1.04 & 4.56 & 3.96 & 7.20 & 4.19 & 3.55 & 1.28 & 2.05 \\ 1.10 & 0.90 & 0.00 & 4.78 & 0.55 & 7.44 & 5.70 & 0.30 \end{bmatrix}$$

So that:

$$\hat{u} = \begin{bmatrix} -2.1952 \\ 1.2427 \\ 0.7351 \\ 3.4841 \\ 0.9086 \\ -0.4392 \\ -2.5304 \\ -1.2057 \end{bmatrix}$$

$$\hat{u}'\hat{u} = \sum_{i=1}^{n} \hat{u}_i^2 = 27.9176$$

$$\sum_{i=1}^{n} \hat{u}_i^2 = 55.6744$$

Since the sample size is eight, $n=8$, and the number of small areas four, $m=4$, the average sample size per small area is two, $\bar{n}=8/4=2$, and replacing $n$ and $\bar{n}$ in Eq. (11), the result is $\lambda_{n,m}=3.9541$. Since $\chi^2_{0.95}(1)=3.84$, the null hypothesis, $\sigma^2=0$, is rejected and the model assumption accepted.

### The Estimates

In order to estimate the mean per segment using (6), estimates of $\beta$ and $g_1$ are required. Estimates of $\sigma^2_1$ and $\sigma^2_2$ must be calculated, using (7). The vector of OLS residuals of the Dummy Variable model (2) is

$$\hat{e} = Y - \bar{X}(\bar{X}'\bar{X})^{-1}\bar{X}'Y$$

where

$$\bar{X} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

so that

$$\hat{e} = \begin{bmatrix} 0.0000 \\ 0.0740 \\ 0.1468 \\ -0.1864 \\ -0.0344 \\ 0.4847 \\ -0.4847 \\ 0.0000 \end{bmatrix}$$

$$\hat{e}'\hat{e} = 0.5328$$

$\bar{x} = [1 \bar{x}]$, where $\bar{x}$, is the sample mean of the $x_i$ from Table A.1: 0.1, 1.5575, 6.57, and 0.3, for the small areas 1, 2, 3, and 4, respectively,

$$\bar{x} = 0.4392$$

Hence, $n_s=3.8088, \sigma^2_1=0.1776$ and $\sigma^2_2=7.05$.

The estimates of $g_i$ are $\hat{g}_1=0.9754; \; \hat{g}_2=0.9937; \; \hat{g}_3=0.9876; \; \hat{g}_4=0.9754$ for the small areas 1, 2, 3, and 4, respectively. The estimates of $\bar{Y}^{-1}$ are

$$\bar{Y}^{-1} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

and $\bar{Y}^{-1} = 0.1385$, for the small areas 1, 2, 3, and 4, respectively.

Using $\hat{F} = (\bar{X}'\bar{Y}^{-1}\bar{X})^{-1}(\bar{X}'\bar{Y}^{-1}\bar{X})$ where $\bar{X}$ and $\bar{T}$ are as above and $\bar{Y}^{-1} = \text{diag}(\bar{Y}^{-1}_1, \bar{Y}^{-1}_2, \bar{Y}^{-1}_3, \bar{Y}^{-1}_4)$ (where $\bar{Y}$ is as above and $\bar{Y}^{-1}_i$ is the inverse of the $i$th row of $\bar{Y}$), the estimate of $\beta$ is calculated:

$$\hat{\beta} = \begin{bmatrix} \hat{\beta}_1 \\ \hat{\beta}_2 \end{bmatrix} = \begin{bmatrix} 1.0954 \\ 0.7195 \end{bmatrix}$$

Replacing in (6) $g_1, g_2, \hat{Y}_i = (1-\hat{g}_i)(\hat{\beta}_1 + \hat{\beta}_2 x_i) + \hat{g}_i[y_i + \hat{g}_i(\bar{x} - \bar{x})]$ for each small area, the estimates of the mean per segment for each small area are calculated:

$$\hat{Y}_1 = 2.4462; \; \hat{Y}_2 = 5.2137; \; \hat{Y}_3 = 0.7736; \; \hat{Y}_4 = 2.8952$$

for the small areas 1, 2, 3, and 4, respectively. The estimates of the total are $\hat{Y}_1 = 12 \times 2.4475 = 29.354, \; \hat{Y}_2 = 7.05 \times 5.2137 = 37.0712, \; \hat{Y}_3 = 131 \times 0.7736 = 101.3416$ and $\hat{Y}_4 = 14 \times 2.8952 = 40.5328$ for the small areas 1, 2, 3, and 4, respectively.
The Mean Squared Error Estimate

From Eq. (9), the three components of the mean squared error (MSE) of the estimator of the mean per segment are calculated.

The first component of the estimate of the MSE is $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.2629$, $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.059$, $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0954$ and $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.2494$ for the small areas 1, 2, 3, and 4, respectively.

For the second component, the value of the vector $\sum^* = [1 \bar{x}^*_i]$ where $\bar{x}^*_i = (N \bar{x}_i - n_i \bar{y}_i)/(N_i - n_i)$, is required. Using data from Table A.2: $\bar{x}^*_i = 2.2273; \bar{x}^*_2 = 1.9310; \bar{x}^*_3 = 4.1937$ and $\bar{x}^*_4 = 1.5923$, for the small areas 1, 2, 3, and 4, respectively.

In order to calculate the matrix $\mathbf{A}$, it is necessary to calculate the matrix $\mathbf{x}^*_i \mathbf{d}$, where $\mathbf{d}_i = [1 x_i]$, where $x_i$ is given in Table A.1. For small area 1:

$$\mathbf{x}^*_i \mathbf{d}_1 = \begin{bmatrix} 1 & 0.10 \\ 0.10 & 0.01 \end{bmatrix}$$

For small area 2:

$$\mathbf{x}^*_i \mathbf{d}_2 = \begin{bmatrix} 1 & 0.90 \\ 0.90 & 0.81 \end{bmatrix}$$

For small area 3:

$$\mathbf{x}^*_i \mathbf{d}_3 = \begin{bmatrix} 1 & 4.78 \\ 4.78 & 22.8484 \end{bmatrix}$$

For each of the four sample observations. For small area 3:

$$\mathbf{x}^*_i \mathbf{d}_3 = \begin{bmatrix} 1 & 7.44 \\ 7.44 & 55.3536 \end{bmatrix}$$

And for small area 4:

$$\mathbf{x}^*_i \mathbf{d}_4 = \begin{bmatrix} 1 & 0.55 \\ 0.55 & 0.3025 \end{bmatrix}$$

for small area 2, 3, 4, respectively.

Hence, $\sum_{i=1}^n \mathbf{x}^*_i \mathbf{d}_i$ is

$$\begin{bmatrix} 1 & 0.10 \\ 0.10 & 0.01 \end{bmatrix}$$

for small area 1; for small area 2 it is

$$\begin{bmatrix} 1 & 4.62 \\ 4.62 & 23.9606 \end{bmatrix}$$

for small area 3 it is

$$\begin{bmatrix} 1 & 13.14 \\ 13.14 & 87.8436 \end{bmatrix}$$

and for small area 4 it is

$$\begin{bmatrix} 1 & 0.30 \\ 0.30 & 0.09 \end{bmatrix}$$

For each small area, $\sum \mathbf{x}^*_i \mathbf{d}_i$ is also calculated, where $\bar{x}_i = [1 \bar{x}_i]$. For small area 1, $\sum \mathbf{x}^*_i \mathbf{d}_1$ is

$$\begin{bmatrix} 1 & 0.10 \\ 0.10 & 0.01 \end{bmatrix}$$

for small area 2 it is

$$\begin{bmatrix} 1 & 1.5575 \\ 1.5575 & 2.4258 \end{bmatrix}$$

for small area 3 it is

$$\begin{bmatrix} 1 & 6.57 \\ 6.57 & 55.1649 \end{bmatrix}$$

and for small area 4 it is

$$\begin{bmatrix} 1 & 0.30 \\ 0.30 & 0.09 \end{bmatrix}$$

Hence, for small area 1, $\sum \mathbf{x}^*_i \mathbf{d}_1 - g_{ni}^2 \mathbf{x}^*_i \mathbf{d}_i$ is

$$\begin{bmatrix} 0.0246 & 0.0025 \\ 0.0025 & 0.0002 \end{bmatrix}$$

and is equal to

$$\begin{bmatrix} 0.0252 & 0.0392 \\ 0.0392 & 14.3188 \end{bmatrix}$$

for the small areas 2, 3, and 4, respectively.

The matrix $\Delta$ is the sum of these four last matrices, each corresponding to a small area:

$$\Delta = \begin{bmatrix} 0.0992 & 0.2120 \\ 0.2120 & 16.9055 \end{bmatrix}$$

and $\Delta^{-1} = \begin{bmatrix} 10.3582 & -0.1299 \\ -0.1299 & 0.0608 \end{bmatrix}$.

For small area 1, the second component of the mean squared error is $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0477$, $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.015$, $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0584$ and $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0179$, for the small areas 2, 3, and 4, respectively.

For the third component, the values of $n_{**}$ are needed as well as the estimates of the variances, $\text{Var}(\hat{\sigma}_j^2)$ and $\text{Var}(\hat{\sigma}_j^2)$, and the covariance, $\text{Cov}(\hat{\sigma}_i^2, \hat{\sigma}_j^2)$: $n_{**} = 17.5085$, $\text{Var}(\hat{\sigma}_i^2) = 0.021$, $\text{Var}(\hat{\sigma}_j^2) = 123.3710$ and $\text{Cov}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = -0.0165$. For small area 1, the third component is $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0132$. In the same way, the result is $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0099; h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0034$ and $h_{ij}(\hat{\sigma}_i^2, \hat{\sigma}_j^2) = 0.0132$ for the small areas 2, 3, and 4, respectively.

Finally, for small area 1, the mean squared error of the estimator of the mean per segment is: $MSE(\mathbf{Y}_1) = 0.3370$ and the standard error $\sqrt{MSE(\mathbf{Y}_1)} = 0.5805$. In the same way there are standard errors, $\sqrt{MSE(\mathbf{Y}_2)} = 0.2460$, for small area 2, $\sqrt{MSE(\mathbf{Y}_3)} = 0.4009$ for small area 3 and $\sqrt{MSE(\mathbf{Y}_4)} = 0.5419$ for small area 4. The standard error of the total estimators are $\sqrt{MSE(\mathbf{Y}_1)} = 12 \times 0.5805 = 6.9660; \sqrt{MSE(\mathbf{Y}_2)} = 71 \times 0.246 = 17.7216; \sqrt{MSE(\mathbf{Y}_3)} = 131 \times 0.4009 = 5.5179; \sqrt{MSE(\mathbf{Y}_4)} = 14 \times 0.5419 = 7.5866$ for the small areas 1, 2, 3, and 4, respectively.